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The dynamics of predissociating high molecular Rydberg states of NO below the lowest ionization threshold
is computed in the presence of a weak external dc field using a quantum theory based on an effective
Hamiltonian formalism. The core-electron interaction affecting the lowl states (l e 2) is taken into account
by molecular quantum defect theory, while for the highl states (l g 2), a long range multipolar expansion is
used to describe the effect of the anisotropy of the molecular core. Time- and frequency-resolved ZEKE
spectra are computed. In the energy range investigated, the decay kinetics of the ZEKE intensity is found to
exhibit two time scales, which differ by more than an order of magnitude. The short decay constant typically
falls in the submicrosecond range and is in agreement with previous experimental results and computations.
In addition, our computations predict a long-time component, which decays in the tens of microseconds
range. The two decay times are discussed in terms of the short and long range interseries dynamics, in terms
of the strength of the external dc field, and in terms of the nature of the bottlenecks in phase space for a
predissociating molecular core with a rather large rotational constant (BNO+ ) 1.9842 cm-1). It is found that
for this particular case where all series are coupled to the fragmentation channels through a lowl bottleneck,
the predissociation process does not quench the long time component in the decay kinetics. The reason is
that the interplay between the interseries coupling and the external dc field leads to a shift of the decay
constants to larger values together with an enhancement of the weight of the long time component in the
decay kinetics. Special attention is devoted to the role of the dipolar interaction and its synergy with the
external dc field.

1. Introduction

ZEKE (zero electron kinetic energy) spectroscopy1-11 has
provided valuable insight into the dynamics of high atomic and
molecular Rydberg states.12-24 In ZEKE spectroscopy, the
lifetimes of high Rydberg states have been found to be orders
of magnitude longer than what was expected by extrapolating
the lifetimes at lown using ann3 scaling law and extremely
sensitive to external perturbations such as an external dc field,
an external magnetic field, or the presence of neighboring ions.
The role of the external dc field in diluting the coupling strength
to the decay channels over the entirel manifold and increasing
the lifetime was early on pointed out by Bordas25 and Chup-
ka26,27 and then studied in more detail.28-37 The lifetimes of
high molecular Rydberg states are also considerably enhanced
by collisional effects and the presence of a magnetic
field.3,15,18,38-44 Moreover, experimentally, the decay kinetics
of the ZEKE intensity very often exhibits a bimodal charac-
ter,17,45,46with a prompt and a delayed component. This bimodal
decay of the ZEKE intensity was also recovered theoretically
both from a kinetic model47 and from dynamical computa-
tions.48-51

For large molecules, it was argued early on45 that the
interseries coupling induced by the anisotropy of the molecular
core plays an important role in stabilizing high molecular

Rydberg states by trapping the Rydberg electron in excited states
of the molecular core where it is not directly coupled to the
ionization continua. Classical30,52 and quantum dynamical
computations48,49 showed that for a molecular core with a low
rotational constant (B e 0.1 cm-1) excited above the lowest
ionization threshold, the interseries coupling in synergy with
the external dc field can act to stabilize the Rydberg states.

The purpose of our current study is to explore the dynamics
of predissociating high Rydberg states of NO excited below
the lowest ionization threshold where predissociation is the only
dissipative mechanism energetically allowed. There have been
many experimental12,53-59 and theoretical60-62 studies of the
Rydberg states of NO previously, which makes this a “bench-
mark” molecule. In the molecular Hamiltonian, we take into
account the effect of the external dc field and the effect of the
molecular anisotropy of NO+. For the latter, both short range
(in the sense that they affect lowl Rydberg states, which are
localized close to the molecular core) and long range core-
electron interactions (affecting highl Rydberg states localized
far from the core) are included together for the first time. The
core-electron interaction among penetrating orbitals (l e 2) is
accounted for by using MQDT theory63-65 (in a way similar to
previous studies37,62) and the long range one among nonpen-
etrating orbitals (l > 2) is described by a multipolar expan-
sion,48,66,67 where we retain the dipolar and the quadrupolar
terms. We use an effective Hamiltonian formalism68,69 to take
into account the predissociation process. We compute the
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dynamics via the diagonalization of the effective Hamiltonian
as in previous theoretical studies.37,48,61,62,70-72 We note that
when only core-electron interactions among lowl states are
taken into account, it is also possible to incorporate the effect
of the external dc field in the MQDT formalism73-75 and an
extension to higher molecular Rydberg states has recently been
published.76

A key question to be answered by our study is whether
interseries coupling to Rydberg series converging on higher
rotational states of the NO+ core is a mechanism that leads to
trapping and the occurrence of an additional long-time com-
ponent, as in earlier studies,30,45,48,52,77or is more important as
an additional decay channel, which quenches the long lifetimes.
Compared to the earlier theoretical work on NO,61,62 we have
extended the treatment to higher electric field strengths in order
to assess the importance of electric fields and interseries
coupling under typical ZEKE conditions. At excitation energies
just below the lowest ionization threshold, these conditions
usually imply that one or more series converging on the
rotational levels of the core are beyond the Inglis-Teller (IT)
limit (FIT g 1/(3n5)).78 In such a case, the computational results
presented below will show that in addition to the short range
core-electron interactions affecting predominantly the lowl
states, it is also important for the dynamics to include the long
range interseries coupling terms among higherl states. The
computations reported in this study are done at the energy ofn
≈ 100 in the lowest Rydberg seriesN+ ) 0 in the presence of
an external dc field. As a result of their multiseries character
(isoenergetic Rydberg states belonging up to as many as five
different rotational states of the NO+ core are included in the
basis sets) and of the intraseriesl andn mixing induced by the
external dc field, the size of the basis sets becomes rapidly
prohibitive asn increases and it is not possible for us to repeat
them at n ≈ 200 (where ZEKE experiments are usually
performed). However, by moving to higher strengths of the
field, we expect that our conclusions about the interplay between
the short and long range interseries coupling and the intraseries
coupling due to the external dc field can provide useful insight
about the dynamics in the range ofn values, i.e.,n ≈ 200, where
many series are above the IT limit, even for extremely small
values of the stray field.

As we will show, the decay kinetics of the computed ZEKE
intensity can accurately be fitted to a biexponential form leading
to the determination of two time scales, a short one in the
submicrosecond range and a much longer one in the tens of
microseconds. The presence of a short- and a long-time
component in the decay kinetics is typical of a dense manifold
of quasibound states, coupled to a small number of product
channels,79 as is the case of high molecular Rydberg states72

(see sections 2 and 3). The short decay time is in agreement
with the previous experimental55 and computed results.61,62 In
addition, we predict the existence of amuch longertime scale
in the decay. As is discussed below, this long-time component
is due to a synergy between the interseries coupling and the
external dc field, which leads to a lengthening of the lifetimes
and a better accessibility of the long-living states, despite the
fast zero-order predissociating rates of the lowl states of the
higher rotational states of the core.

An important conclusion of our work is that in NO in the
presence of external dc fields just below or beyond the Inglis-
Teller limit, the inclusion of the interseries coupling does not
shorten the lifetimes. This would certainly be the case if the
interseries coupling were taking place predominantly among low
l states. Rather, our computational results (discussed in section

3) show that through the dipolar interaction, a large part of the
interseries coupling takes place among highl Rydberg states
belonging to adjacent rotational states of the molecular core
(states for which∆N+ ) (1). This interseries mixing is assisted
by the intraseries mixing induced by the external dc field. As
a result, the long-time component of the ZEKE intensity, which
is almost absent in the one series computation, is considerably
enhanced when the interseries coupling is included.

We have previously studied in detail48,49the decay dynamics
of the high molecular Rydberg states of the sodium dimer Na2

excited above the lowest threshold for ionization. The phase
space of high molecular Rydberg states of NO below the lowest
ionization threshold differs from that of Na2 above the lowest
threshold for ionization in two fundamental aspects. The first
one is that in the case of Na2

+, no predissociation of the
molecular core was allowed and the only dissipative mechanism
for the decay of the ZEKE intensity was the rotational
autoionization of the high molecular Rydberg states. In this
case, the gateway to the ionization continua is localized in the
low l Rydberg states built on the lowest rotational state of the
molecular core that are isoenergetic with the continuum and
coupled to the states initially excited. There is, therefore, a
narrow bottleneck to the exit channels, localized in asingle
series, since the Rydberg states built on higher rotational states
of the core are not directly coupled to the continua. On the
other hand, the lowl Rydberg states of NO can predissociate,
and for excitation energies below the lowest ionization threshold,
this is the only mechanism for dissipation. In the case of a
predissociation process, there is a bottleneck to the fragmentation
channels in the lowl states ofeachseries. As the rotational
quantum number increases, the rate for predissociation increases
too (since for a given excitation energy, higher states of the
core mean lower values on the principal quantum number of
the electron,n, and the predissociation widths scale as 1/n3 at
zero order). The structure of the bottlenecks for predissociation
in the case of NO below the lowest ionization threshold is
therefore different from that of the bottleneck for ionization in
the case of Na2. The second important difference between the
two molecules is the value of the rotational constantB; BNO+ )
1.9842 cm-1, while BNa2

+ ) 0.1 cm-1. The density of Rydberg
states in neighboring series coupled by the molecular anisotropy
is much higher in the case of a molecular core with a low
rotational constant, i.e., smaller than 0.1 cm-1, than for cores
with a rotational constant in the range of a few wavenumbers,
like that of NO+. The sparser density of isoenergetic states in
NO+ together with the structure of the bottlenecks characteristic
of a predissociation process formed the motivation for the
current work and has important consequences for the dynamics
that are discussed in sections 3 and 4. The molecular Hamil-
tonian is described in section 2 together with a brief summary
of the formalism used to compute the ZEKE cross section
(which is described in detail in ref 80). The cylindrical
symmetry is preserved in the presence of an external dc field,
and the symmetry-breaking interactions induced by the presence
of surrounding ions are not included in the Hamiltonian.
Qualitatively, the symmetry-breaking interactions of high Ryd-
berg states with neighboring ions are responsible for the mixing
between the highm states, which are better shielded from the
molecular core sincel g m and therefore almost stable, and
the low m Rydberg states, which interact better with the core
and decay faster. As a result, the effect of the interactions with
surrounding ions is to lead to a further enhancement of the
lifetimes. The inclusion of such effects in the formalism leads
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to even larger basis sets, which are, at the present stage,
prohibitive from a computational point of view.

2. Details of the Computations

2.1. Molecular Hamiltonian. The Hamiltonian describes
a Rydberg electron interacting with a rotating singly charged
anisotropic core in the presence of the external dc field:

In eq 2.1, the Hamiltonian is written in atomic units, the vector
r is the distance to the core,B is the rotational constant, and
N+ the rotational angular momentum of the molecular core NO+.
F is the electrical field, which is taken to be in thez direction
and serves as the quantization axis for the spaced fixed basis
set. V describes the core-electron interactions and is discussed
below. The model Hamiltonian (2.1) is valid for an isolated
molecule in a cylindrical symmetric external field. It cannot
therefore be used to describe the effect of a finite ion density
surrounding the molecule.3,18,38,40,44 The projection quantum
number,M, of the total angular momentum excluding spin,N
) N+ + l , is conserved. Consequently, in the computations,
the basis set is reduced to a subspace of a given value ofM.

To describe the core-electron interactionsV, we distinguish
between lowl Rydberg electrons, which penetrate significantly
into the core region and experience strong short range interac-
tions (with valence electrons and with the nuclei), and the high
l Rydberg electrons,l > 2, which do not penetrate significantly
into the core region. We use the formalism of MQDT63-65 at
short range (i.e., forl e 2) as was done previously37,62 and a
long range multipolar expansion at large core-electron separa-
tions, r (i.e., for l > 2).

The MQDT formalism leads to a parametrization of the core-
electron interaction by quantum defects affecting lowl Rydberg
electrons (l e 2). When the electron is close to the core, it has
a higher velocity than the vibrational and rotational motions
and therefore adjusts to the motions of the core (Born-
Oppenheimer regime). The orbital angular momentuml of the
Rydberg electron is strongly coupled to the internuclear axis
with a projectionΛ and combines with the rotational angular
momentum of the moleculeR to yield the total angular
momentum excluding spinN ) L + R. This situation
corresponds to Hund case (b) coupling scheme,81 and the good
zero-order quantum numbers arel, N, andΛ. On the other hand,
at long range, the electron moves much more slowly than the
vibrational and rotational motions of the core. Then, it is better
described in a spaced fixed rather than in a molecular fixed
basis set, which for a rotating core corresponds to Hund’s case
(d). The good zero-order quantum numbers in the Hund’s case
(d) coupling scheme arel, N, and N+, and the total angular
momentum excluding spin is given byN ) L + N+. This
situation where the electron moves much more slowly than the
nuclei can be described as an inverse Born-Oppenheimer
regime82 where the electron moves in the potential generated
by the fast motion of the nuclei.

The MQDT electronic Hamiltonian for the lowl states is
nearly diagonal in Hund’s case (b), except for a few terms that
describe the mixing ofsσ anddσ configurations. In the Hund

case (b) basis set, the diagonal elements of the Hamiltonian are

where µlΛ is the quantum defect due to the core-electron
interaction andν is the effective principal quantum number of
the Rydberg state. As a result of the mixing between the sσ
and dσ configurations, the s and dσ states must be modified as
follows:60

and a nondiagonalsd term must be included

In the case of NO, the mixing angleθ was determined to be
38.7°.

Neither the Hund’s case (b) basis set, which corresponds to
a Born-Oppenheimer description, nor the Hund’s (d) basis set,
which corresponds to an inverse Born-Oppenheimer situation,
leads to a diagonal molecular Hamiltonian. In the Hund’s case
(b) basis set, the electronic Hamiltonian is almost diagonal but
the rotational part takes a complicated form. On the other hand,
in the Hund’s case (d) basis set, the rotational part is diagonal
and the effect of the external electrical dc field is more readily
included (for a recent treatment of the effect of an external dc
field using a MQDT formalism, however, see ref 76.) More-
over, it has been shown for a model Hamiltonian solvable
analytically82 that in the regime of highn Rydberg states, the
diabatic inverse Born-Oppenheimer basis set, here Hund’s case
(d), is the most appropriate zero order description. We will,
therefore, as in previous studies,61,62 build the matrix of the
Hamiltonian in the Hund’s case (d) basis set. This zero-order
basis set, where the electron is decoupled from the core, can be
thought of as the “natural” basis set for highn Rydberg states,
since a highn Rydberg electron is for the major fraction of the
electronic period far from the molecular core in a well-defined
rotational state.

For low l states,l e 2, the electronic Hamiltonian including
the core-electron interaction as parametrized by the MQDT
theory is initially written in the Hund case (b) basis set (eqs
2.2-2.4). It is transformed to the Hund’s case (d) basis using
a frame transformation:64,83-85

with

whereHelec
(b) [lNΛ,l′NΛ′] is given by eqs 2.2-2.4. As already

noted previously,62 eqs 2.5 and 2.6 show how, through the frame
transformation, Rydberg series converging to different rotational
states of the core are coupled to one another,N+′ ) N+ ( 1,
(2, (3, (4, ... forΛ * 0 andN+′ ) N+ ( 2, (4, ... whenΛ
) 0.

H ) Helec+ Hrot + V + U

Helec) p2/2 - 1/r , Hrot ) BN+(N+ + 1) (2.1)

U ) r ‚F

Helec
(b) [lNΛ, lNΛ] ) -µlΛ/ν3 (2.2)

Helec
(b) [sN0,sN0] ) -(µsσ cos2 θ + µdσ sin2 θ)/νsσ

3/2νdσ
3/2

Helec
(b) [dN0,dN0] ) -(µsσ sin2 θ + µdσ cos2 θ)/νsσ

3/2νdσ
3/2

(2.3)

Helec
(b) [sN0,dN0] ) - 1

2
sin 2θ(µsσ - µdσ)/νsσ

3/2νdσ
3/2 (2.4)

Helec
(d) [lNN+,l′NN+′] ) ∑

ΛΛ′
AN+ΛHelec

(b) [lNΛ,l′NΛ′]AN+′Λ′ (2.5)

AN+Λ ) (-1)l+Λ-N+(l N N+

-Λ Λ 0 )(2N+ + 1)1/2[2/((1 +

δΛ0)]
1/2 (2.6)
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For the highl states, the core-electron interaction is described
by the dipolar and quadrupolar terms of the long range
multipolar expansion, since the core NO+ has a permanent
dipole and quadrupole

whereø is the angle betweenr and the molecular axis. The
dipolar 〈nl|(1/r2)|n′l′〉 〈N+mN+lml|cosø|N+′m′N+l′m′l〉 and qua-
drupolar〈nl|(1/r3)|n′l′〉 〈N+mN+lml|P2(cosø)|N+′m′N+l′m′l〉 matrix
elements are determined as follows. The computation of the
angular part is standard.86 For the radial parts〈nl|(1/r2)|n′l′〉
and〈nl|(1/r3)|n′l′〉, we use exact radial electronic wave functions
rather than the simple Bessel function approximation.87 This
was shown48,66to be important to get a quantitatively exact value
of the integral, in particular for the dipolar interaction.66 The
latter has a long range character and therefore is not well
screened by the centrifugal barrier, with the consequence that
high l values (l up to aboutn/2) are significantly coupled.

In the presence of the external dc field, the total angular
momentum quantum numberN is not conserved. Therefore,
for the molecular Hamiltonian (2.1), the only conserved quantum
number isM, the projection of the total angular momentumN.
The Stark matrix elements are〈nl|r|n′l′〉 〈lml|cosθ|l′m′l〉, where
θ is the angle betweenr and the quantization axisz. The angular
part leads to the selection rules∆l ) (1, ∆ml ) 0, and the
radial part is analytical87 for ∆n ) 0. The∆n * 0 coupling
terms, which are responsible forn mixing and become important
above the Inglis-Teller limit, are computed exactly using the
same numerical procedure as for the long range dipolar and
quadrupolar matrix elements.48,66

2.2. Effective Hamiltonian. The low l Rydberg states of
NO are known to strongly predissociate,55 and we use an
effective Hamiltonian formalism68,69 to take into account the
coupling to the fragmentation channel. The full effective
Hamiltonian,H, in the bound subspace,Q, (I ) Q + P), is

where QHQ is the real part of the effective Hamiltonian
including the interseries coupling and the effect of the external
dc field as defined in eq 2.1. We replace the full rate operator
QΓQ, which describes the predissociation process by its
Hermitian part, which amounts to neglecting the level shift of
the bound states caused by their coupling to the continuum.
We use for the zero-order predissociation widths of the lowl
states (l e 3) the same values as those used in refs 61 and 62.
Higher l states are assumed to be stable with respect to the
predissociation process. In this study we fully diagonalize the
effective Hamiltonian and do not treat the predissociation as a
perturbation of the bound state dynamics. This was shown to
be essential in order to obtain accurate distributions of lifetimes
(given by the imaginary part of the complex eigenvalues of the
effective Hamitonian) in the case where a large number of
quasidegenerate states are coupled to a small number of decay
channels.72,79 In such a case, the rate matrixΓ is of low rank,88

that is, has a small number of finite eigenvalues (equal to the
number of open decay channels) and a much larger number of
zero eigenvalues. When the full effective Hamiltonian,H )
QHQ - iQΓQ is diagonalized, the intramolecular mixing
induced by the real part of the effective HamiltonianQHQ

(interseries coupling and external dc field) leads to a mixing of
the fully trapped (zero eigenvalue) and of the prompt eigenstates
(finite eigenvalues) of the rate matrixΓ. However, for dense
quasibound structures such as high molecular Rydberg states,
this mixing is limited by dynamical bottlenecks in phase space
and remains incomplete.48,89 As a result, the individual lifetimes
of the Rydberg states follow a bimodal distribution with a very
small group (of about 50 states in this case) of promptly
decaying states and a much larger group (of about 2500 states)
of slowly decaying states, which are responsible for the short-
and long-time components of the ZEKE intensity, respectively.49

The eigenstates of the full effective Hamiltonian have a
biorthogonal character.69 In such a case, the total decay law
P(t) is not a single sum of decaying exponentials but takes the
form

where A is the transition operator from the intermediate
electronic state|i〉. The decay ofP(t) (2.9) is monotonic but
can exhibit plateaus. This behavior is typical of overlapping
resonances and has already been reported in other contexts.90,91

A grouping procedure48 is used to numerically diagonalize
the full effective Hamiltonian. Zero order states with common
values of the quantum numbersn, l, N+, and M (but with
different values of the projection quantum numbersml andmN+

such thatmN+ + ml ) M) are grouped together. This grouping
procedure typically reduces the size of the basis set from a few
tens of thousands to a few thousands. To get a correct
description of the effect of the stray field in assisting the
interseries coupling, all thel values from 0 ton - 1 for eachn
value are individually included in the basis set and are not
grouped together.

2.3. ZEKE Cross Section. The ZEKE intensity is computed
both as a function of the delay time,τ, and as a function of the
excitation laser frequency for a given strength of the delayed
pulsed field used for detection. The formalism used is described
in detail in ref 80. Central to ZEKE spectroscopy is the notion
of a detection window, which counts all the Rydberg states that
can be ionized by the delayed pulsed field. A useful ap-
proximation is to write it as a projector on all those bound states
that can be ionized for a given strength of the delayed field,F:

Hereθ(x) is the unit step function,F (in V/cm) is the external
field, Fs is the inevitably present stray field, which causes
ionization of the very highest Rydberg states and hence removes
them from the detection window, andEn ) - Ry/n2 is the
energy (in cm-1) of the Rydberg states, where Ry is the Rydberg
constant. The ZEKE cross section is determined by the
expectation value of the detection windowΠ (eq 2.10) over
the ZEKE wave function at the delay timeτ, ZEKE(ω, τ) ≡
〈Ψ(1)(τ)|Π|Ψ(1)(τ)〉.80 The ZEKE wave function Q|ψ(1)(τ)〉 is
first order in the excitation laser field whose finite width,Γl, is
included. Therefore, the dynamics which takes place during
the laser pulse is fully taken into account in the formalism. The
extent to which interseries coupling can occur while the laser
is on depends on the strength of the interseries coupling and on
the duration of the pulse. The explicit expression of the ZEKE
cross section in the biorthogonal basis which diagonalizes the
effective Hamiltonian, is80

V ) ∑
λ

(µλPλ(cosø))/rλ+1, λ ) 1, 2 (2.7)

H ) QHQ - iQΓQ

QHQ ) Q(Helec+ Hrot + V + U)Q (2.8)

P(t) ) ∑
s,r

N

〈i|A†|r* 〉〈r|s〉〈s* |A|i〉 exp(-i(λs - λr
*)t/p) (2.9)

Π = θ((16F/En
2) - 1) - θ((16Fs/En

2) - 1) (2.10)
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whereA and |i〉 have the same meaning as in (2.9),Nd is the
number of zero-order statesn in the detection window, andN
is the dimension of the basis set used to describe the band of
quasi-isoenergetic Rydberg states. Theλs’s are the complex
eigenvalues that correspond to the biorthogonal statess. For a
biorthogonal basis set, the explicit expression for the complex
conjugate〈Ψ(1)(τ)|n〉 is

The detection operatorΠ (2.10) typically projects onto a
subset of bound states (i.e., those that are in the detection
window) and does not commute with the effective Hamiltonian.
Therefore, the time evolution of the ZEKE intensity can be
nonmonotonic when the pulsed field used for detection is not
strong enough to detect the entire subset of quasibound states.
In the frequency domain, this noncommutation is responsible
for non-Franck-Condon intensities, as has been experimentally
observed.21,92-94

When the delayed pulsed field used for the detection is strong
enough to ionize all the Rydberg states of all the series accessed
during the dynamics, that is, when all the quasibound states
are detected, the ZEKE cross section takes the form

As discussed in ref 80, due to the frequency dependence of the
weight, this form is not equivalent to the total decay lawP(t)
(eq 2.9). It will, however, when plotted as a function of the
delay time,τ, exhibit plateaus in the same way as the decay
law P(t) (eq 2.9).

3. Computational Results and Discussion

Time- and frequency-resolved ZEKE spectra were computed
at different strengths of the external dc field for isoenergetic
Rydberg states built on one (N+ ) 0), three (N+ ) 0, 2, 4), and
five (N+ ) 0-4) rotational states of NO+ at an excitation energy
about 10 cm-1 below the lowest ionization threshold. As
discussed in section 2, for the lowl states (l e 2), the interseries
coupling is included using the MQDT formalism and for the
high l states it is included by using a long range multipolar
expansion. The MQDT parameters are the same as the ones
used in ref 62, which were inferred from previous studies.55,60

For the long range multipolar expansion, the dipolar constant,
µ, of NO+ is taken from an ab initio computation95 and is equal
to 0.66 Debye ()0.26 au) and the quadrupolar one,Q, is the
one determined from ref 96 and is equal to 0.59 au. Recent
experimental work suggests that the dipolar interaction, even
though weaker than the quadrupolar one, may play a significant
role in the dynamics.59 There is no experimental determination
of the permanent dipolar moment of NO+, and the value of the
computed dipolar moment is known to be quite sensitive to the
degree of electron correlation and the kind of basis sets used

for the computations. Therefore, we have also carried out some
computations with a value of the dipolar moment equal to 0.11
au, as reported for more recent ab initio computations,97,98 in
order to check that our results are not significantly modified
by using a smaller value of the dipolar moment. We use for
the predissociation decay rates the same values as those used
in refs 61 and 62, which were inferred from experimental
results.55 All computations were done forM ) 0. The
following basis set was used for the five series computation:
N+ ) 0, n ) 95-107; N+ ) 1, n ) 82-90; N+ ) 2, n )
67-71; N+ ) 3, n ) 55-57; N+ ) 4, n ) 46-47. For each
n value, alll states are included, which leads to 2693 grouped
states (7249 ungrouped). For the one series computation, only
those states built onN+ ) 0 are included, which leads to 1313
grouped states (same number ungrouped). For the three series
computations, the states built onN+ ) 0, 2, and 4 lead to a
total of 1684 grouped states (3476 ungrouped).

Varying the number of Rydberg series included in the basis
set allows us to compare the decay kinetics of the ZEKE
intensity (i) in the absence of interseries coupling (one series
computation including states built onN + ) 0 only), (ii) in the
presence of the lowl and of the highl quadrupolar interactions
only (for the three series computation, since only Rydberg states
converging onN+ ) 0, 2, and 4 are included in the basis), and
(iii) in the presence the lowl together with both the highl dipolar
and quadrupolar interactions (five series computation including
states built onN+ ) 0, 1, 2, 3, and 4). To study the synergy
between the external dc field and the interseries coupling, we
report the ZEKE intensities for two strengths of the external dc
field: F ) 0.04 and 0.5 V/cm. In addition, a five-series
computation atF ) 0.04 V/cm where only the lowl interseries
coupling (as parametrized by MQDT) is included, was carried
out in order to investigate the role of the long range coupling
terms on the decay kinetics of the ZEKE intensity.

In Figure 1, a schematic view of the zero-order position of
quasi-isoenergetic Rydberg states in neighboring series is drawn
together with the width of the Stark manifold for increasing
field strengths. The quantum defect energy shift is shown for
the p state only, which is the most shifted state. There are two
parameters that must be taken into account to analyze the role
of the external dc field on the dynamics. First, the parameter
nµ that gives the field or equivalently the value ofn for which
the p (or s or d) state is brought into the higherl Stark manifold.
This is the parameter discussed in refs 11, 29, 31, 55, and 61,
nµ ) (2µ/(3F(au)))1/5 or equivalentlyFµ(au)) 2µ/(3n5). Then,
there is the parameternIT, which describes the usual Inglis-
Teller (IT) limit78 where the onset forn mixing within a single
series occurs.nIT ) (1/(3F(au))1/5, or equivalentlyFIT(au) )
1/(3n5). In general,nµ < nIT andFIT > Fµ, sinceµ is defined
modulo 1.

The parametersnµ and nIT govern the intraseries mixing.
Whenn < nµ, no significantl mixing occurs between the state
under consideration and the higherl Stark manifold and the
lifetime of the state is close to its field-free value. Whenn >
nµ and n < nIT, good mixing occurs between the fast predis-
sociating lowl zero-order states and the higherl states because
the field is strong enough to overcome the energy shift caused
by the quantum defect. There is intraseries dilution, but the
adjacentn ( 1 Stark manifolds have not yet bridged. There
are still gaps between the levels within a given series, and the
interseries coupling is not yet well assisted by the field. Its
efficiency still depends on accidental degeneracies. Forn <
nIT, there occurs overlapping of Stark manifolds within a single
series. At this point, the occurrence of interseries coupling

ZEKE(ω, τ) ) ∑
n)0

Nd

|〈n|Ψ(1)(τ)〉|2 )

∑
n)0

Nd

|∑
s)0

N exp(-iλsτ/p)〈n|s〉〈s* |A|i〉
ω - λs/p + iΓl/p

|2 (2.11)

〈Ψ(1)(τ)|n〉 ) ∑
r)0

N 〈i|A†|r* 〉〈r|n〉 exp(iλr
*τ/p)

ω - λr
*/p - iΓl/p

(2.12)

ZEKE(ω, τ) ) ∑
s,r

N 〈i|A†|r* 〉〈r|s〉〈s* |A|i〉 exp(-i(λs - λr
*)τ/p)

(ω - λs/p + iΓl/p)(ω - λr
*/p - iΓl/p)

(2.13)

Decay Dynamics of High Rydberg States of NO J. Phys. Chem. A, Vol. 102, No. 47, 19989511



reaches its maximum efficiency and ceases to be accidental. In
the decay kinetics, the long-time component reaches its maxi-
mum value.

3.1. Role of the Interseries Coupling. One Versus fiVe
series computations for n)105 f. Figure 2 and Table 1 illustrate
the effect of the interseries coupling on the decay dynamics. In
Figure 2, the decay kinetics of the ZEKE intensity of the initial
stateN+ ) 0, n ) 105 f is plotted as a function of the delay
time for a one- and a five-series computation for a strength of
the stray field of 0.04 V/cm and a width of the excitation laser
of 0.005 cm-1. This laser bandwidth is narrow enough that
some interseries dynamics between neighboring series already
takes place during the laser pulse. The decay kinetics plotted
in Figure 2 is obtained by integrating the computed ZEKE
intensity over a range of 0.3 cm-1 as a function of the frequency
at different delay times (The formalism is discussed in Section
2.3). In this computation, all the quasibound states are detected
by the delayed pulsed field and the region of initial excitation
is included in the detection window so that the ZEKE intensity
decays monotonically as a function of the delay time. An

Figure 1. Zero-order positions of quasi-isoenergetic Rydberg states converging on different rotational states of the molecular core as a function
of the strength of the external dc field. The width of the Stark manifolds is represented in dashed areas and the zero field position of the p series
(µp ) 0.29) and f series (µf ) 0) are shown in dashes. The strengths of the two fields used in the computation is also indicated.

TABLE 1: Effect of Interseries Coupling on the Decay
Kinetics of the ZEKE Intensity as a Function of the Delay
Time for the Initial State N+ ) 0, n ) 105 f at a Field
Strength of 0.04 V/cma

one series three series five series

τshort/µs 0.13 (98%) 0.16 (54%) 0.38 (75%)
τlong/µs 7.5 (2%) 1.19 (46%) 12.2 (23%)

a The decay constantsτshort andτlong and the relative weights (in %)
of the two components are determined from a weighted least-squares
fit of the ZEKE intensity to a biexponential form. The three- and the
five-series computations include both the short range and the long range
core-electron interactions.

Figure 2. Decay kinetics of the ZEKE intensity as a function of the
delay time for a one-series computation (dashes) and for a five-series
computation (solid line), including both the short range and the long
range interactions. The spectra used to obtain the decay kinetics are
computed at a field strength equal to 0.04 V/cm for a width of the
excitation laser equal to 0.005 cm-1 as in the experiments.55 Note that
at such a high resolution, some interseries dynamics can already occur
during the excitation by the laser and this process is taken into account
by eq 2.11. The decay kinetics is obtained by integrating the ZEKE
intensity over a frequency range of 0.3 cm-1. The intensity at different
delay times is normalized to that ofτ ) 0. The decay constants are
reported in Table 1. The decay of the five series computation is clearly
biexponential. The short-time behavior is plotted in the insert. The
plateaus have a duration equal to the Stark period. The population
decays each time the Rydberg electron comes back to lowl states,
which are the only ones that can predissociate. At longer times, better
l mixing is reached and the structure is washed out.
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analysis of the time dependence of the calculated decay curves
shows that these decays are multiexponential. Specifically, the
decay of the five-series computation reported in Figure 2 is best
fitted by a biexponential decay law (cf. Table 1), with a short
range component in the submicrosecond range (τshort ) 0.38
µs) and a long-time component in the tens of microseconds (τlong

) 12.2 µs). On the other hand, the long-time component is
almost completely absent from the decay of the one series
computation, which takes place in the submicrosecond range.
The comparison between the one and the five series decay laws
illustrates the fact that interseries dynamics does not quench
the long-time component in the decay kinetics but rather
enhances it. This is due, as we discuss below (see Figure 3) to
the role of the dipolar coupling, which is assisted by the external
dc field.

The decay kinetics in the submicrosecond range is plotted in
the insert of Figure 2. The length of the plateaus corresponds
to the Stark period ()66 ns). The decay resumes each time
the Rydberg electron comes in lowl states where predissociation
can occur and is prevented when the Rydberg electron is
localized in highl states, which results in a plateau in the decay

kinetics. Note for comparison that the decay of the one series
computation is completed in about three Stark periods.

To enable a quantitative comparison of the different computa-
tions, we fitted all the calculated curves to a biexponential form,
using a weighted least-squares procedure. Results for the
calculations shown in Figure 2 are reported in Table 1, together
with the ones resulting from a three series computation. The
role of the interseries coupling is evident in lengthening both
the short time and the long time decay constants. At this low
value of the field, none of the series are above the IT limit and
the field is just strong enough for the mixing of theN+ ) 0, n
) 105 d state into the Stark manifold while the p state remains
unmixed. As a result, in the one-series computation, the decay
constant is slightly shorter than the zero-order predissociation
lifetime (τ0f ) 0.142 µs). Note that for the multiseries
computations, both the short- and a fortiori the long time decay
constants are longer than the zero-order predissociation rates.

Role of the Dipolar Interaction. The short and the long decay
constants of the decay kinetics resulting from the five-series
computation are longer by a factor 2 and 10, respectively, than
the ones obtained from the three-series computation. This result
shows the particular importance of the dipolar interactions as
compared to the quadrupolar interactions. Compared to the one-
series computation, the increase of the volume in phase space
of significantly coupled isoenergetic states for the five-series
computation where the dipolar interactions are included is of
about a factor of 2, while the increase of the volume in phase
space for the three-series computation is only 30%. To
investigate whether the dipolar or the quadrupolar interactions
are important predominantly at short range (lowl) or at long
range (highl), we have analyzed the distribution of the lifetimes
of the individual Rydberg states (defined as the imaginary part
of the eigenvalues of the effective Hamiltonian discussed in
section 2) and the localization of the prompt and the delayed
eigenstates on the zero-order states for thetwo following five-
series computations atF ) 0.04 V/cm: one where only the short
range interseries coupling is taken into account and one where
both the short range and the long range interseries dipolar and
quadrupolar coupling are included. The histograms of the
lifetimes (in microseconds, on a logarithmic scale) resulting from
the diagonalization of the two five series effective Hamiltonians
are plotted in Figure 3a ((shaded) both the short and the long
range coupling terms are included; (plain) short range matrix
elements only, the bins with the higher weight are plotted first
on the vertical axis). As discussed in section 2.2, due to the
high density of quasibound states, which are coupled to a small
number of open channels, there is a narrow bottleneck for
predissociation and the intramolecular redistribution of the
predissociation coupling strength induced by the interseries
coupling and by the intraseries coupling due to the external dc
field is nonuniform.99 The histograms plotted in Figure 3a are
therefore clearly bimodal, with a small group (≈50) of very
prompt eigenstates (with a lifetime in the nanosecond range)
and a much larger group of delayed states (≈2500), with a
lifetime in the microsecond range. The inclusion of the long
range interaction increases significantly the fraction of lifetimes
between 0.1 and 10µs, with comparatively less very prompt
and very delayed eigenstates. This effect is an indication of
the better mixing resulting from the inclusion of the long range
interaction, which tends to lead to a more uniform distribution
of the lifetimes.

The analysis of the weights of the two sets of eigenstates
(resulting from the diagonalization of the effective Hamiltonians
with and without long range core-electron interactions) on the

Figure 3. (a) Histogram of the lifetimes (imaginary part of the
eigenvalues of the effective Hamiltonian) in microseconds on a
logarithmic scale for two five-series computations (2693 states), one
including only short range (lowl) interactions as parametrized by
MQDT and the other one including both short range and long range
interactions. The legend is as indicated in the figure. The bins with the
larger number of states are plotted first on the vertical axis. The very
prompt states whose number is equal to the number of open decay
channels (≈50) fall in the nanosecond range. The major fraction of
the states, which at zero order are not coupled to the fragmentation
channels, are delayed. (b) Weights of the initial stateN+ ) 0, n ) 105
f on the eigenstates of the two same Hamiltonians as in (a). The
histograms are plotted as a function of the lifetimes of the eigenstates
(in microseconds, logarithmic scale). For the computation including
both short range and long range interactions, the major weights are
clearly shifted to eigenstates with longer lifetimes.

Decay Dynamics of High Rydberg States of NO J. Phys. Chem. A, Vol. 102, No. 47, 19989513



zero-order states shows that the degree of interseries mixing is
increased by a factor of 2 by the long range coupling. The
dipolar term, in particular, significantly increases the degree of
l mixing between highl states belonging to neighboring series.
Between theN+ ) 0 andN+ ) 1 series, the long range dipolar
matrix elements have a strength of about 10-4 cm-1 up to l ≈
n/2 due to the long range character of the dipolar interaction.66

The role of the long range quadrupolar matrix elements, which
are localized in lowl values, is more limited. (These matrix
elements vary between 5× 10-4 and 5× 10-5 cm-1 between
l ) 3 andl ) 8. For comparison, the magnitude of the short
range matrix elements varies between 5× 10-2 and 5× 10-3

cm-1.) As a result of the betterl mixing induced both by the
dipolar interseries coupling and the intraseries Stark coupling,
the zero-order predissociation widths of the lowl states are better
mixed with the highl states, thereby leading to a larger number
of long-living eigenstates with a lifetime between 0.1 and 10
µs.

The occurrence of a larger number of states with lifetimes in
the range 0.1-10 µs range would, of course, only lead to
different experimental observations at these delay times, if the
accessibility of these states remains as good as before. When
we analyze the accessibility of these states (Figure 3b), we
actually find that it is better than before, since these states better
overlap with the initial state. In Figure 3b, the weights of the
initial stateN+ ) 0, n ) 105 f on the eigenstates of the two
effective Hamiltonians (with and without long range interaction)
are plotted as a function of the lifetimes of the eigenstates
expressed in microseconds (logarithmic scale, same convention
as in Figure 3a). The significant weights are clearly shifted to
eigenstates with lifetimes between 0.1 and 10µs when the long
range coupling is included. The decay constants of the decay
kinetics of the ZEKE intensity resulting from the five-series
computation without the long range interseries coupling are 0.25
(weight 93%) and 31.8µs (weight 7%) to be compared with
0.38 (75%) and 12.2µs (25%) when the long range interaction
is included. So to summarize, the effect of the better mixing is
2-fold. The better mixing leads to a somewhat “less short” short
decay constant and a “less long” long decay constant. In
addition, the better mixing leads to the better accessibility of
the high l states, which represent a large fraction of the total
phase space and the weight of the long-time component is larger.

3.2. Role of the Strength of the External Field. Table 2
compares the decay constants of the ZEKE intensity of the two
initial statesN+ ) 0, n ) 105 p and f at two strengths of the
external dc field,F ) 0.04 and 0.5 V/cm for a five-series basis
set including both lowl and highl core-electron interactions.
For F ) 0.04 V/cm,nIT ) 133, which means that all the series
included in the basis set are below the IT limit. The interseries
mixing, as discussed above in the case of the f state, leads to a
short and a long decay time constant that are longer than the
ones obtained from the one series computation (which de facto

neglects the interseries coupling). The p state, whose zeroth-
order lifetime equals 3.8 ns (Γ0p ) 1600 cm-1), decays faster
than the f state (τ0f ) 142 ns) with a short time decay constant
of about three zero-order lifetimes and a long time decay
constant 50 times longer thanτ0p. For F ) 0.04 V/cm, the p
state is not yet merged into the higherl manifold by the external
field and the Stark period is much larger than both its zero-
order predissociation lifetime and the short range interseries
coupling. Note that at this field strength, where all the series
are below the IT limit, we are still in the regime of accidental
degeneracies. Therefore, the details of decay kinetics of the
ZEKE intensity vary from one initial state to the next. However,
in the multiseries case, all the initial states investigated exhibit
a short-time component in the submicrosecond range and a long-
time component with a decay constant at least 10 times larger.
The long-time component is almost absent from the one series
computation and is a manifestation of the effects of the
interseries coupling, in particular of the long range dipolar term.

At F ) 0.5 V/cm, the Stark period is comparable to the period
of the short range coupling and to the zero-order lifetime of
the fast predissociatingp states. Both the states of theN+ ) 0
and theN+ ) 1 series are above the IT limit (nIT ) 80) so that
due ton mixing, these two series have a uniform density of
states. In this case, the interseries coupling is well assisted by
the external dc field and the states up toN+ ) 2 are well mixed.
As a result, the p and the f states have the same decay kinetics
and can be fitted to a biexponential form with the same
parameters. The short decay constant is≈0.45µs with a weight
of ∼80%, and long one is 38µs with a weight of≈20%. The
fact that the p and the f states decay similarly is consistent with
the fact that the mixing has reached its maximal efficiency, with
the enhancement of the decay constants being particularly
important for the long-time component, which now extends in
the tens of microseconds range. This conclusion is also
supported by the analysis of the degree of mixing of the zero-
order states brought by the diagonalization of the effective
Hamiltonian. Strictly speaking, in such a case, one cannot excite
a p or an f state individually but only a superposition of zero-
order hydrogenic states. The situation described above re-
sembles very closely, in our view, the situation that will occur
in an actual ZEKE experiment (n about 200,F about 0.025
V/cm). Our calculations predict that under actual ZEKE
conditions the decay of the “ZEKE Rydberg states” will be
approximately biexponential, with a short time decay rate of
≈1 µs and a long time one ofg40µs. As suggested by previous
studies,48 the prompt decay constant scales approximately as
n3, since it corresponds to the decay rates that are very little
affected by the nonuniform inter- and intraseries mixing induced
by the core-electron interactions and the external dc field,
respectively. The scaling of the long time decay, which depends
on the efficiency of the interseries coupling, is expected to range
betweenn4 andn.5

The long-time component of the decay kinetics is not
significantly affected by using a smaller value of the dipolar
constant,µNO+ ) 0.11 au.97,98 At F ) 0.04 V/cm, for this value
of the dipolar constant, the decay kinetics of the initial state
N+ ) 0, n ) 105 f computed for a five-series basis set has a
short-time component with a decay constant of 0.36µs and a
weight of 87%, while the long time component has a decay
constant of 20.7µs with a weight of 13%. Since a smaller value
of the dipole moment leads to a slightly less good mixing, this
result is intermediate between the decay kinetics (reported in
Table 2) obtained for the higher value of the dipolar moment,
µNO+ ) 0.26 au, and that discussed in section 3.1, obtained for

TABLE 2: Effect of the Field Strength on the Decay
Constants of the ZEKE Intensity as a Function of the Delay
Time for the Initial States N+ ) 0, n ) 105 p and fa

N+ ) 0 n ) 105 p N+) 0 n ) 105 f

F ) 0.04 V/cm
τshort/µs 0.009 (85%) 0.38 (77%)
τlong/µs 0.22 (14%) 12.2 (23%)

F ) 0.5 V/cm
τshort/µs 0.472 (77%) 0.45 (79%)
τlong/µs 37.12 (23%) 38.4 (21%)

a The ZEKE spectra are computed for a five-series basis set including
both short range and long range core-electron interaction.
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the computation where the long range interseries coupling
among highl states is neglected. At this same field strength of
0.04 V/cm, the decay of theN+ ) 0, n ) 105 p state, whose
zero-order predissociation rate is much larger than the strength
of the long range dipolar coupling, is not affected by using a
smaller dipolar constant. AtF ) 0.5 V/cm, where the lowest
two series are above the IT limit and the interseries coupling is
well assisted by the external dc field, the decay laws of both
then ) 105 p and f states are almost not affected by reducing
the value of the dipolar constant to 0.11 au.

3.3. Role of the Localization of the Initial Excitation. At
a given field strength, the amount of interseries population
transfer very much depends on the localization of the initial
state. When the initial state is localized in the lowestN+ series,
this transfer is less extensive than when it is localized on a higher
state of the core. The reason is that in the former case, the
transfer occurs from a denser to a sparser series, a process which
is unfavorable. In addition, in the case of a predissociation
process, Rydberg states built on higher rotational states of the
core predissociate faster, which means that the population
transferred does not accumulate in the series corresponding to
excited states of the core. Another important factor is the
strength of the external dc field with respect to the strengths of
the interseries coupling and the predissociation process as
discussed above. AtF ) 0.5 V/cm, the Stark period is of the
order of a few nanoseconds and comparable to the period of
the short range interseries coupling and the predissociation
lifetimes of the p and the d states. The transfer to highl
competes with or precedes the interseries coupling. In addition,
the population that is transferred to lowl states of other series
quickly decays. For an initial state (n ) 105) localized in the
N+ ) 0 series, the population trapped at long time in the high
l states of higher series is about 5%. (AtF ) 0.04 V/cm, where
none of the series is above the IT limit, this amount is about
1%).

The situation is quite different when the initial state is
localized in theN+ ) 2 series (n ) 70), which atF ) 0.5 V/cm
is the first series below the IT limit. The coupling from this
sparse series to the much better mixed and denser lower series
N+ ) 1 and 0 is very much favored, which results in a
population transfer to these lower series of about 15% while
the amount of population transferred to the higher series (N+

) 3 and 4) is negligible. For an initial stateN+ ) 2, n ) 70
f, the short component of the decay kinetics has a decay constant
of 0.2µs (weight 88.2%), while the decay constant of the long-
time component is 47.9µs (weight 11.2%). The lowerN+ series
predissociate slower at zero order, since the principal quantum
numbers are higher and therefore population can accumulate
longer. As before, the interseries population transfer occurs at
short times.

On a submicrosecond time scale and at a given delay time,
the ZEKE intensity varies extensively as a function of the
excitation frequency. In Figure 4, the ZEKE intensities for two
different detection windows, localized in theN+ ) 2 (dashes)
and in theN ) 0 and 1 (solid line) series, respectively, are
plotted as a function of the excitation frequency for delay times
equal to 0.005, 0.075, and 2.5µs. The spectra have been
computed for the same initial stateN+ ) 2, n ) 70 f whose
decay kinetics was discussed above, i.e., localized in the first
series that is not above the IT limit, at a field strength of 0.5
V/cm. At this field strength, the zero-order states and in
particular the ones of the two lowest series, which are above
the IT limit, are pretty well mixed, which precludes a definite
assignment of the structures seen in Figure 4. However, the

positions of the lowest peaks (between-10.7 and-10.6) can
be correlated to the zero field position (including quantum
defect) of the lowl states (in particular the s state) ofN+ ) 2,
n ) 70; N+ ) 1, n ) 87; andN+ ) 0, n ) 102, which are
strongly mixed through the short range interactions. The peak
around-10.4 cm-1 corresponds to the highl manifolds of the
same states. The fast oscillations seen in the upper panel are
of the order of the Stark spacing 3nF. In the intermediate panel
where the delay time corresponds to about 10 Stark periods for
the N+ ) 0 states, the population in the lowest seriesN+ ) 0
and 1 is already more uniform. In the bottom panel, the

Figure 4. ZEKE spectra as a function of the excitation frequency for
three different delay times as indicated. The spectra are computed for
the initial stateN+ ) 2, n ) 70 f atF ) 0.5 V/cm with the five-series
basis set including both short and long range core-electron interactions
for two detection windows, one that corresponds to the states of the
series initially excited (dashes) and one that corresponds to the states
of the two lower seriesN+ ) 0 and 1 (solid). At a delay time shorter
than the Stark period (2π/(3nF) ) 7.4 ns), only a small amount of
population transfer to the lower series has occurred (upper panel). In
the intermediate panel, the delay time is about 10 Stark periods and
the interseries population transfer is significant. For longer delay times
(lower panel), the integrated fraction of the remaining total population
(≈10%) in each series is about constant. However, as a function of the
excitation frequency, the relative fraction of the population in the
different series still varies in a nonmonotonic way. Note how the spectra
are sharpening as a function of the delay time due to the decay of the
prompt eigenstates.
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remaining integrated intensity is only about 10% of the initial
one. The prompt states have decayed and the sharp peaks are
due to very long-living Rydberg states.

4. Concluding Remarks

The structure of phase space for a predissociation process at
excitation energies below the lowest ionization threshold as
encountered in this analysis of the Rydberg states of NO is quite
different from the one previously investigated for Na2. Since
the low l states of each series predissociate, there are as many
bottlenecks for fragmentation as there are coupled series. This
opens up the question of if, for a molecule like NO, interseries
coupling assists the lifetime enhancement of the Rydberg states
(as was the case in Na2) or is a mechanism that leads to the
rapid decay of the existing Rydberg population.

To investigate this question, we have computed the ZEKE
spectra and their decay kinetics for a one series and different
multiseries basis sets, which enable us to get more insight on
the relative importance of the different processes affecting the
dynamics: predissociation of the molecular core, short range
and long range interseries coupling, and the effect of the external
dc field. We find that the decay kinetics of the ZEKE intensity
exhibits two time scales and that in this case, where all series
are coupled to the fragmentation channels through a lowl
bottleneck, the predissociation process does not quench the long-
time component in the decay kinetics.

The bottlenecks lead to a bimodal distribution of the
individual decay rates with a small group of promptly decaying
states and a much larger group of delayed states. The interplay
between the external dc field and the interseries coupling
controls the degree of mixing of the zero order states. The
prompt states, which predissociate on a submicrosecond time
scale are mainly localized in lowl zero-order states of each
series, which are predominantly mixed by the short range core-
electron interactions. The delayed states are localized mainly
in the highl states. The long range interseries coupling among
high l states belonging to neighboring series, even though
weaker than the short range coupling, plays an important role
in the dynamics. Through the long range interseries coupling
acting in synergy with intraseries coupling induced by the
external dc field, there is a better mixing between low and high
l states, which results in a lengthening of the very short lifetimes
and a shortening of the very long ones.

For strength of the external dc field where all the series are
below the IT limit, one is in the regime of accidental resonances
and, within a given range of excitation energies, there can be
variations from one initial state to the next; the relative weights
of the short- and the long-time component of the decay kinetics
and the values of the decay constants depend on the localization
of the initial state. For stronger external dc fields, where several
series are above the IT limit, the efficiency of the interseries is
maximal, due to the more uniform density of states within each
Rydberg series. Then, the decay kinetics does not depend on
the localization of the initial state. The bottleneck between the
low and highl states is made wider by the synergy between
the long range interseries coupling and the external dc field.
As a result, the weight of the long-living states in the decay
dynamics is enlarged.

Our computations lead to a number of interesting predictions,
which can be verified by experiment, such as the decay constant
and the relative weight of the long-time component, the plateaus
in the decay kinetics at short time, and the very rich structure
of the ZEKE spectra, which when only a subset of states is
detected by the delayed pulse field, varies in a nonmonotonic

way as a function of the delay time. For the latter, the recent
high resolution work of Merkt et al.100 is a very promising
direction.
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